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LEARNING OBJECTIVES:

· Study the basic data fusion methods: least square method (LSM), maximum likelihood method (MLM), compensation and filtering methods.

· Find the optimal estimate of given measured signal with known parameters.

· Find the suboptimal estimate of given measured signal with known parameters (with required error variance). 

· Compare the results and give the explanation.

GRADING SYSTEM

The maximal mark for the homework is 12 marks.

Grading: 

1-2 marks  – full comments to M-listings and titles of required figures
3-4 marks – 
presenting the procedure of value optimization for time constant in compensation method 



5-6 marks – 
elimination of noise peaks in measured signals


7-12 marks – answering for six questions (theoretical and practical)
Background
To increase the accuracy the flight and navigational parameters of aircraft are determined as the estimation of signals from different sensors. These signals are then processed by using two methods: compensation and filtering.

The system must have the structural redundancy. It means that the same parameter is measured parallel by different instruments. The sensors based on various physical principles measure the same parameter with errors differed from each other by spectral characteristics. All sensors are combined in the single system using the filters. To reach the minimal mean-root-square error of measurement it is necessary to use the corresponding filter. A number of known different linear filters provide the wide use of above noted methods. 

The integration of two navigational sensors will be considered here. One of them has the constant error ( (slowly varied signal), and another operates with noise ( that changes rapidly. The readings of sensors are:

x1 = x + (, x2 = x + (. 

The integration circuits of these sensors are represented in fig. 1. Here there are circuits of compensation (fig. 1, a) and of filtering (fig. 1, b). 
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Fig. 1 Integration circuit of compensation and of filtering

In the compensation circuit the difference between errors of sensors ( ( ( is applied to the input of aperiodic filter, since  the valid signal x is compensated on the comparison element. We can adjust the parameters of filter in such a way that it will suppress the noise ( and transmit without attenuation the error (. Then at the output of filter the signal will be 
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.  By subtraction this result from the readings of the first sensor x1 = x + (, we will receive the estimate of measured value 
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. The equations of systems can be written in the following form:
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 is the error of integrated system.

If the filter F(p) passes the disturbance ξ1 with minimal distortion and suppress the error ξ2 then the error of integrated system will be minimized. That is the error 
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 will be diminished depending on the difference between spectral responses of errors ξ1  and  ξ2 . 

In practice the error ξ2 is not completely suppressed, therefore the output signal will have some error 
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According to this conditions, the filter F(p) must be low-frequency filter, and filter [1-F(p)] becomes high-frequency filter. The low-frequency filter can be implemented by aperiodical link with the following transfer function:
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where T is time costant.

Then the transfer function of high-frequency filter will be:


[image: image11.wmf]1

)

(

1

+

=

-

Tp

Tp

p

F

,

that is the real differentiator.

The signal at the output of the filtering circuit(fig.1, b) will be:
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Thus, the condition of eliminating the dynamic error will be the following:

F1(p) + F2(p) = 1.

Methods of optimal processing the information in FNS

          These methods are used to obtain the estimation of state vector under the action of random disturbances during the measurement. There is the estimation not of FN parameters but of its errors. Let the state vector of dynamic system be defined by matrix vector equation:
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where 
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 - n-dimensional state vector of system,
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 -  k-dimensional vector of disturbance at the input of dynamic system,
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          Let’s suppose that components of vector 
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 are linearly connected with random functions like white noise, have zero mean value 
[image: image22.wmf][

]

0

)

(

=

t

V

M

X

 and are characterized by correlation matrix 
[image: image23.wmf][

]

)

(

),

(

)

(

t

V

t

V

M

t

R

T

X

X

X

=

.

          Thus 
  


[image: image24.wmf][

]

0

)

(

=

t

V

M

X



[image: image25.wmf][

]

)

(

)

(

)

(

),

(

t

d

-

=

t

t

R

t

V

t

V

M

X

T

X

X


where 
[image: image26.wmf]t

d

-

t

(

) – is Delta function.

          The m-dimensional observation vector Y is connected with the state vector:
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 is the connection matrix (observation matrix). The required condition of optimal estimation is the full observability of state vector 
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The process 
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 it is possible to calculate the values of vector 
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. The condition of full observability is fulfilled by 
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 are measured with errors, then as a result a new vector of measurement is obtained:
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is the vector of error measurement (its components can be represented as white noise with  zero mean value). The vector 
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 similar as the vector 
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Assuming that components of vector 
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 are not correlated values we can represent the mathematical model of dynamic system and observation equation as following:
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With optimal integration of FN information it is important to find the optimal estimation 
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. Algorithms of optimal estimating are based on the following methods:

· least square method;

· maximum likelyhead method;

· recurrent method (optimal Kalman’s filtering); 


Estimation algorithm with least square method 

Let we have 
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 measurement of coordinates 
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 (parameters) of system (1). Then:
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where H is the observation matrix,

Z, X, 
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 are vectors of measurement, state vector and error measurement vector.

It is necessary to estimate the state vector X optimally according to observation Z and observation matrix H. The criterion of such estimation according to LSM is the functional (function of function):
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It minimizes the sum of error square of measurement.

In the matrix form it will be the following:
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The estimation 
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 of state vector X can be obtained by solution of the equation:
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The components of this expression are the same, as they are the products of transposed relatively each other similar cofactors H and 
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Then
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Now we will formulate requirements and sufficient condition in order to obtain the optimal estimation 
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 of state vector X by LSM:

· we should have great number of observation to save them 
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· we should know the observation matrix H;

· the matrix 
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 must have no singularities, that is 
[image: image67.wmf]0

¹

H

H

T

.

The block diagram of optimal estimating by LSM is represented in fig.
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To obtain the estimation 
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 we should save the observation 
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, and because of this fact the new estimation of parameter doesn’t coincide in time with current value of parameter by time interval required to save the measurement. Therefore, this algorithm is used under the condition that the same parameter is measured by several sensors simultaneously.

 Example: Let’s consider the integrated system of roll measurement of aircraft with using LSM. Let the FNS calculates the roll angle ( using the information from three identical INS. The readings of INS’s are equal to:
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Let’s write the same expression in matrix form:
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[image: image75.wmf]
It is necessary to estimate the state vector X by observation Z and given observation matrix H.

The estimation of roll angle by using LSM will be:
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Thus, in this case we will obtain the optimal estimation of roll angle as   of reading of three INS.
PErformance example
The following initial data is given.

	Variant
	Observation matrix
	Measured signals
	Ideal signal
	Root mean square error
	Permissible error variance

	0
	 [1 2]T
	Z_0_1.mat

Z_0_2.mat
	Z_0.mat
	0.05

0.08
	<0.05


It is necessary to find the optimal and suboptimal estimates 
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Step 1. First it is necessary to load the given measured signals in order to determine their characteristics. For this purpose we create a new M-file and write down the following commands:
load Z_0_1.mat Z1
load Z_0_2.mat Z2
%build a graphical representation of signals
figure, plot(Z1(1,:),Z1(2,:))
grid on
figure, plot(Z2(1,:),Z2(2,:))
grid on
The results are represented in fig. 1. 
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Fig. 1

As we can see these two signals contain slowly varied error and high frequency noise. 
Step 2. Compensation method. 
In order to use compensation method we must determine the parameter of filter – time constant T. 

Since we have no additional information about statistical characteristics of sensors except of root mean square error, the time constant will be selected approximately by calculating the resulting error variance.
The implementation of all methods will be done in Matlab, without using Simulink.

Let’s use the compensation circuit shown in fig. 1, a, by using the high-frequency filter 
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. The time constant T is selected according to the procedure of optimization described in [1] and it is equal to 0.2 sec.
load Z_0_1.mat Z1
load Z_0_2.mat Z2
load Z_0.mat Z0
%build a graphical representation of signals
figure, plot(Z1(1,:),Z1(2,:))
grid on
figure, plot(Z2(1,:),Z2(2,:))
grid on
%forming the error difference (-( 
ED(1,:)=Z1(1,:);
ED(2,:)=Z1(2,:)-Z2(2,:);
% Conversion of continuous-time model of filter to discrete time form
sysc=tf([0.2 0],[0.2 1])
Ts=0.2;
sysd = c2d(sysc,Ts)  
************************************

MATLAB results:

Transfer function:

  0.2 s

---------

0.2 s + 1

Transfer function:

  z - 1

----------

z - 0.3679

Sampling time: 0.2

*************************************** 
% Use discrete form of filter
b = [1 -1];          % Numerator
a = [1 -0.3679];   % Denominator
filteredED(2,:) = filter(b,a,ED(2,:));
filteredED(1,:)=ED(1,:);
figure, plot(filteredED(1,:),filteredED(2,:))
% Form the estimate 
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result(2,:)=Z1(2,:)-filteredED(2,:);
result(1,:)=Z1(1,:);
figure, plot(result(1,:),result(2,:))
% Finding the error by comparison the estimate with ideal signal
error(2,:)=Z0(2,:)-result(2,:);
error(1,:)=Z1(1,:);
figure, plot(error(1,:),error(2,:))
% Finding the error variance
M=mean(error(2,:));
D=0;
for i= 1:length(error(2,:))
    D=D+1/(length(error(2,:)))*(error(2,i)-M)^2;
end
************************************

MATLAB results:

D =

    0.0478
************************************

Results are the following:
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Filtered difference of errors



Filtered signal 
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Error of estimated signal

As we can see the error variance of estimated signal is less than required value in 0.05. Therefore, the goal is reached.

Step 3. Least square method.

We start from the loading of signals Z0, Z1, Z2. 
Load Z_0_1.mat Z1
load Z_0_2.mat Z2
load Z_0.mat Z0
% Procedure of LSM estimation
H=[1
    2];
[n m]=size(Z1);
X(1,:)=Z1(1,:);
for i=1:m
    Z=[Z1(2,i)
        Z2(2,i)];
X(2,i)=((H’*H)^-1)*H’*Z;
end
figure, plot(X(1, :),X(2, :))
grid on
XX(1, :) =X(1, :);
XX(2, :) =Z0(2, :) -X(2, :);
figure, plot(XX(1, :),XX(2, :))
grid on
% Finding the error variance
M=mean(XX(2, :));
D=0;
for i= 1:length(XX(2, :))
    D=D+1/(length(XX(2, :)))*(XX(2,i)-M)^2;
end
D
MATLAB results:

D =

    0.0088
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Estimated signal 
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Error of estimated signal
As we can see the error variance in this case much less than for previous method, but the error is increasing with time. 

TASKS 
1. Perform the loading of given signals and pre-filtering it for elimination of noise peaks
The noise peaks can be eliminated by using the following expression:
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where xk+1, xk are values of measured signal in time moment k+1 and k, (t is discretization time, ( is the threshold value of possible spread.
If this condition is not fulfilled than the value of measured signal xk+1 must be changed for previous value xk.
In the report the M-listings and obtained figures must be presented.
2. Perform the suboptimal estimation using the compensation circuit in order to obtain the estimated signal with error variance not greater than required. 

The procedure of finding the optimal value of time constant T is given in [1]. 
In the report the block diagram of compensation circuit, procedure of time constant optimization, M-listings and obtained graphs must be presented.
3. Perform the optimal estimation using the LSM and MLM. 

The procedure of optimal estimation using LSM is considered in performance example. The procedure of MLM is given in lectures and in [1]. 
In the report the M-listings (all procedures with final determination of error variance and its comparison for two methods) and obtained graphs must be presented.
VARIANTS
	Variant
	Observation matrix
	Measured signals
	Ideal signal
	Root mean square error
	Permissible error variance

	0
	[1 2]T
	Z_0_1.mat

Z_0_2.mat
	Z_0.mat
	0.05

0.08
	<0.05

	1
	[1 4] T
	Z_1_1.mat

Z_1_2.mat
	Z_1.mat
	0.2
1
	<0.1

	2
	[3 1] T
	Z_2_1.mat

Z_2_2.mat
	Z_2.mat
	0.5
0.08
	<0.05

	3
	[1.2 1] T
	Z_3_1.mat

Z_3_2.mat
	Z_3.mat
	0.1
0.04
	

	4
	
	Z_4_1.mat

Z_4_2.mat
	Z_4.mat
	
	

	5
	
	Z_5_1.mat

Z_5_2.mat
	Z_5.mat
	
	

	6
	
	Z_5_1.mat

Z_5_2.mat
	Z_6.mat
	
	

	7
	
	Z_5_1.mat

Z_5_2.mat
	Z_7.mat
	
	

	8
	
	Z_5_1.mat

Z_5_2.mat
	Z_8.mat
	
	

	9
	
	Z_5_1.mat

Z_5_2.mat
	Z_9.mat
	
	

	10
	
	Z_5_1.mat

Z_5_2.mat
	Z_10.mat
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