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Learning objectives:
Upon completion of this work you must be able to: 

· to process the information by method of filtering;

· to process the information by method of compensation.

Background

To increase the accuracy the flight and navigational parameters of aircraft are determined as the estimation of signals from different sensors. These signals are then processed by using two methods: compensation and filtering.
The system must have the structural redundancy. It means that the same parameter is measured parallel by different instruments. The sensors based on various physical principles measure the same parameter with errors differed from each other by spectral characteristics. All sensors are combined in the single system using the filters. To reach the minimal mean-root-square error of measurement it is necessary to use the corresponding filter. A number of known different linear filters provide the wide use of above noted methods. 
The integration of two navigational sensors will be considered here. One of them has the constant error ( (slowly varied signal), and another operates with noise ( that changes rapidly. The readings of sensors are:
x1 = x + (, x2 = x + (. 

The integration circuits of these sensors are represented in fig. 1. Here there are circuits of compensation (fig. 1, a) and of filtering (fig. 1, b). 
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Fig. 1 Integration circuit of compensation and of filtering

In the compensation circuit the difference between errors of sensors ( ( ( is applied to the input of aperiodic filter, since  the valid signal x is compensated on the comparison element. We can adjust the parameters of filter in such a way that it will suppress the noise ( and transmit without attenuation the error (. Then at the output of filter the signal will be 
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.  By subtraction this result from the readings of the first sensor x1 = x + (, we will receive the estimate of measured value 
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. The equations of systems can be written in the following form:
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 is the error of integrated system.
If the filter F(p) passes the disturbance ξ1 with minimal distortion and suppress the error ξ2 then the error of integrated system will be minimized. That is the error 
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 will be diminished depending on the difference between spectral responses of errors ξ1  and  ξ2 . 

In practice the error ξ2 is not completely suppressed, therefore the output signal will have some error 
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According to this conditions, the filter F(p) must be low-frequency filter, and filter [1-F(p)] becomes high-frequency filter. The low-frequency filter can be implemented by aperiodical link with the following transfer function:
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where T is time costant.

Then the transfer function of high-frequency filter will be:
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that is the real differentiator.

The signal at the output of the filtering circuit(fig.1, b) will be:
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Thus, the condition of eliminating the dynamic error will be the following:

F1(p) + F2(p) = 1.
PERFORMANCE ORDER
1. Research the compensation circuit (fig. 2). Run Matlab, then Simulink. Create new model and complete the block diagram.
Be careful with parameters:

Start time of simulation – 0.0

Stop time of simulation – 200.0

Amplitude in Sine block – 6
Frequency in Sine block – 0.2 rad/sec

Slope in Ramp block – 0.01;
Initial value in Ramp block – 1.0

Noise power in Band-Limited White Noise block – [0.1]

You should adjust the time constant for the filter in order to achieve the best estimate of measured signal
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Fig. 2 Compensation circuit
Time constant T  - _________________________
2. Do the same for the filtering circuit (fig. 3). 

Find the parameters of filter F1 and filter F2
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Fig. 3 Filtering circuit

F1(p)________________________

F2(p)________________________
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