Lecture 2.7
Charge-coupled devices

Detailed physics of operation
Architecture
Color cameras
Color sensors
Thin-film optics

Electron-multiplying CCD

Hole Accumulation Diode

Charge-coupled devices
A charge-coupled device (CCD) is a device for the movement of electrical charge, usually from within the device to an area where the charge can be manipulated, for example conversion into a digital value. This is achieved by "shifting" the signals between stages within the device one at a time. Technically, CCDs are implemented as shift registers that move charge between capacitive bins in the device, with the shift allowing for the transfer of charge between bins.

Often the device is integrated with a sensor, such as a photoelectric device to produce the charge that is being read, thus making the CCD a major technology where the conversion of images into a digital signal is required. Although CCDs are not the only technology to allow for light detection, CCDs are widely used in professional, medical, and scientific applications where high-quality image data is required.
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A specially developed CCD used for ultraviolet imaging in a wire bonded package.

History
The charge-coupled device was invented in 1969 at AT&T Bell Labs by Willard Boyle and George E. Smith. The lab was working on semiconductor bubble memory when Boyle and Smith conceived of the design of what they termed, in their notebook, 'Charge "Bubble" Devices'.[1] The essence of the design was the ability to transfer charge along the surface of a semiconductor.

The first working CCD was an 8-bit shift register.[2] As the CCD started its life as a memory device, one could only "inject" charge into the device at an input register. However, it was soon clear that the CCD could also accumulate charge via the photoelectric effect and electronic images could be created. By 1971, Bell researchers Michael F. Tompsett et al. were able to capture images with simple linear devices;[3] thus the CCD imager was born.

Several companies, including Fairchild Semiconductor, RCA and Texas Instruments, picked up on the invention and began development programs. Fairchild's effort, led by ex-Bell researcher Gil Amelio, was the first with commercial devices, and by 1974 had a linear 500-element device and a 2-D 100 x 100 pixel device. Under the leadership of Kazuo Iwama, Sony also started a big development effort on CCDs involving a significant investment. Eventually, Sony managed to mass produce CCDs for their camcorders. Before this happened, Iwama died in August 1982. Subsequently, a CCD chip was placed on his tombstone to acknowledge his contribution.[4]
In January 2006, Boyle and Smith were awarded the National Academy of Engineering Charles Stark Draper Prize,[5] and in 2009 they were awarded the Nobel Prize for Physics,[6] for their work on the CCD.
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The charge packets (electrons, blue) are collected in potential wells (yellow) created by applying positive voltage at the gate electrodes (G). Applying positive voltage to the gate electrode in the correct sequence transfers the charge packets.
In a CCD for capturing images, there is a photoactive region (an epitaxial layer of silicon), and a transmission region made out of a shift register (the CCD, properly speaking).

An image is projected through a lens onto the capacitor array (the photoactive region), causing each capacitor to accumulate an electric charge proportional to the light intensity at that location. A one-dimensional array, used in line-scan cameras, captures a single slice of the image, while a two-dimensional array, used in video and still cameras, captures a two-dimensional picture corresponding to the scene projected onto the focal plane of the sensor. Once the array has been exposed to the image, a control circuit causes each capacitor to transfer its contents to its neighbor (operating as a shift register). The last capacitor in the array dumps its charge into a charge amplifier, which converts the charge into a voltage. By repeating this process, the controlling circuit converts the entire contents of the array in the semiconductor to a sequence of voltages, which it samples, digitizes, and stores in memory.
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"One-dimensional" CCD image sensor from a fax machine.

Detailed physics of operation
The photoactive region of the CCD is, generally, an epitaxial layer of silicon. It has a doping of p+ (Boron) and is grown upon a substrate material, often p++. In buried channel devices, the type of design utilized in most modern CCDs, certain areas of the surface of the silicon are ion implanted with phosphorus, giving them an n-doped designation. This region defines the channel in which the photo-generated charge packets will travel. The gate oxide, i.e. the capacitor dielectric, is grown on top of the epitaxial layer and substrate. Later on in the process polysilicon gates are deposited by chemical vapor deposition, patterned with photolithography, and etched in such a way that the separately phased gates lie perpendicular to the channels. The channels are further defined by utilization of the LOCOS process to produce the channel stop region. Channel stops are thermally grown oxides that serve to isolate the charge packets in one column from those in another. These channel stops are produced before the polysilicon gates are, as the LOCOS process utilizes a high temperature step that would destroy the gate material. The channels stops are parallel to, and exclusive of, the channel, or "charge carrying", regions. Channel stops often have a p+ doped region underlying them, providing a further barrier to the electrons in the charge packets (this discussion of the physics of CCD devices assumes an electron transfer device, though hole transfer, is possible).

One should note that the clocking of the gates, alternately high and low, will forward and reverse bias to the diode that is provided by the buried channel (n-doped) and the epitaxial layer (p-doped). This will cause the CCD to deplete, near the p-n junction and will collect and move the charge packets beneath the gates—and within the channels—of the device.

It should be noted that CCD manufacturing and operation can be optimized for different uses. The above process describes a frame transfer CCD. While CCDs may be manufactured on a heavily doped p++ wafer it is also possible to manufacture a device inside p-wells that have been placed on an n-wafer. This second method, reportedly, reduces smear, dark current, and infrared and red response. This method of manufacture is used in the construction of interline transfer devices.

Another version of CCD is called a peristaltic CCD. In a peristaltic charge-coupled device, the charge packet transfer operation is analogous to the peristaltic contraction and dilation of the digestive system. The peristaltic CCD has an additional implant that keeps the charge away from the silicon/silicon dioxide interface and generates a large lateral electric field from one gate to the next. This provides an additional driving force to aid in transfer of the charge packets.

Architecture
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Interline charge-coupled device architecture is designed to compensate for many of the shortcomings of frame-transfer CCDs. These devices are composed of a hybrid structure incorporating a separate photodiode and an associated parallel readout CCD storage region into each pixel element. The functions of these two regions are isolated by a metallic mask structure placed over the light shielded parallel readout CCD elements.

Masked regions of the pixels are positioned alongside the photodiode elements in an alternating parallel array traversing the length of the CCD's vertical axis. Photodiodes in the array comprise the image plane and collect incoming photons projected onto the CCD surface by the camera or microscope lenses. After image data has been collected and converted into electrical potential by the image array, the data is then quickly shifted in a parallel transfer to the adjacent CCD storage area of each pixel element. The storage portion of the pixel element is illustrated as a cluster of gray-scale elements covered with an opaque mask adjacent to the red, green, and blue photodiode elements in each CCD. These pixel elements combine to form vertical columns that run from the serial shift register to the top of the array grid. An enlarged view of a four-pixel array containing both photodiode and CCD elements appears in the upper portion of Figure 1.

Like the full-frame and frame-transfer architectures, interline transfer CCDs undergo readout by shifting rows of image information in a parallel fashion, one row at a time, to the serial shift register. The serial register then sequentially shifts each row of image information to an output amplifier as a serial data stream. The entire process is repeated until all rows of image data are transferred to the output amplifier and off the chip to a analog-to-digital signal converter integrated circuit. Reconstruction of the image in a digital format yields the final photograph or photomicrograph.

During the period in which the parallel storage array is being read, the image array is busy integrating charge for the next image frame, similar to the operation of the frame-transfer CCD. A major advantage of this architecture is the ability of the interline transfer device to operate without a shutter or synchronized strobe, allowing for an increase in device speed and faster frame rates. Image "smear", a common problem with frame-transfer CCDs, is also reduced with interline CCD architecture because of the rapid speed (only one or a few microseconds) in which image transfer occurs. Drawbacks include a higher unit cost to produce chips with the more complex architecture, and a lower sensitivity due to a decrease in photosensitive area present at each pixel site. This shortcoming can be partially overcome by incorporation of microlenses (or lenslets) on the photodiode array complex to increase the amount of light entering each element. Interline devices with microlens enhancement typically increase the optical fill factor from approximately 20-25 percent to over 75 percent, dramatically improving the net quantum efficiency of the device in the visible light wavelength region.

Interline transfer CCDs experience sampling errors that are increased due to the reduced aperture size. In addition, a portion of the incident light can leak into CCD vertical registers, especially in brightfield applications where microscope lamp intensity is undiminished by the specimen. Some interline CCD designs experience image "lag" as a result of charge transfer time constant delays associated with transfer of charge from photodiodes to the CCD storage areas. This transfer delay results in a residual charge being left in the photodiodes that is added to the next frame, resulting in an "after-image" artifact. Newer hole-accumulation charge-coupled devices are capable of complete transfer, thus eliminating image lag.

The CCD image sensors can be implemented in several different architectures. The most common are full-frame, frame-transfer, and interline. The distinguishing characteristic of each of these architectures is their approach to the problem of shuttering.

In a full-frame device, all of the image area is active, and there is no electronic shutter. A mechanical shutter must be added to this type of sensor or the image smears as the device is clocked or read out.

With a frame-transfer CCD, half of the silicon area is covered by an opaque mask (typically aluminium). The image can be quickly transferred from the image area to the opaque area or storage region with acceptable smear of a few percent. That image can then be read out slowly from the storage region while a new image is integrating or exposing in the active area. Frame-transfer devices typically do not require a mechanical shutter and were a common architecture for early solid-state broadcast cameras. The downside to the frame-transfer architecture is that it requires twice the silicon real estate of an equivalent full-frame device; hence, it costs roughly twice as much.

The interline architecture extends this concept one step further and masks every other column of the image sensor for storage. In this device, only one pixel shift has to occur to transfer from image area to storage area; thus, shutter times can be less than a microsecond and smear is essentially eliminated. The advantage is not free, however, as the imaging area is now covered by opaque strips dropping the fill factor to approximately 50 percent and the effective quantum efficiency by an equivalent amount. Modern designs have addressed this deleterious characteristic by adding microlenses on the surface of the device to direct light away from the opaque regions and on the active area. Microlenses can bring the fill factor back up to 90 percent or more depending on pixel size and the overall system's optical design.

The choice of architecture comes down to one of utility. If the application cannot tolerate an expensive, failure-prone, power-intensive mechanical shutter, an interline device is the right choice. Consumer snap-shot cameras have used interline devices. On the other hand, for those applications that require the best possible light collection and issues of money, power and time are less important, the full-frame device is the right choice. Astronomers tend to prefer full-frame devices. The frame-transfer falls in between and was a common choice before the fill-factor issue of interline devices was addressed. Today, frame-transfer is usually chosen made when an interline architecture is not available, such as in a back-illuminated device.

CCDs containing grids of pixels are used in digital cameras, optical scanners, and video cameras as light-sensing devices. They commonly respond to 70 percent of the incident light (meaning a quantum efficiency of about 70 percent) making them far more efficient than photographic film, which captures only about 2 percent of the incident light.





CCD from a 2.1 megapixel Argus digital camera.





CCD from a 2.1 megapixel Hewlett-Packard digital camera.

Most common types of CCDs are sensitive to near-infrared light, which allows infrared photography, night-vision devices, and zero lux (or near zero lux) video-recording/photography. For normal silicon-based detectors, the sensitivity is limited to 1.1 μm. One other consequence of their sensitivity to infrared is that infrared from remote controls often appears on CCD-based digital cameras or camcorders if they do not have infrared blockers.

Cooling reduces the array's dark current, improving the sensitivity of the CCD to low light intensities, even for ultraviolet and visible wavelengths. Professional observatories often cool their detectors with liquid nitrogen to reduce the dark current, and therefore the thermal noise, to negligible levels.

Usage in astronomy
Due to the high quantum efficiencies of CCDs, linearity of their outputs (one count for one photon of light), ease of use compared to photographic plates, and a variety of other reasons, CCDs were very rapidly adopted by astronomers for nearly all UV-to-infrared applications. Thermal noise and cosmic rays may alter the pixels in the CCD array. To counter such effects, astronomers take several exposures with the CCD shutter closed and opened. The average of images taken with the shutter closed is necessary to lower the random noise. Once developed, the dark frame average image is then subtracted from the open-shutter image to remove the dark current and other systematic defects (dead pixels, hot pixels, etc.) in the CCD. The Hubble Space Telescope, in particular, has a highly developed series of steps (“data reduction pipeline”) to convert the raw CCD data to useful images. See the references for a more in-depth description of the steps in astronomical CCD image-data correction and processing.[7]
CCD cameras used in astrophotography often require sturdy mounts to cope with vibrations from wind and other sources, along with the tremendous weight of most imaging platforms. To take long exposures of galaxies and nebulae, many astronomers use a technique known as auto-guiding. Most auto-guiders use a second CCD chip to monitor deviations during imaging. This chip can rapidly detect errors in tracking and command the mount motors to correct for them.









Array of 30 CCDs used on Sloan Digital Sky Survey telescope imaging camera, an example of "drift-scanning."

An interesting unusual astronomical application of CCDs, called drift-scanning, uses a CCD to make a fixed telescope behave like a tracking telescope and follow the motion of the sky. The charges in the CCD are transferred and read in a direction parallel to the motion of the sky, and at the same speed. In this way, the telescope can image a larger region of the sky than its normal field of view. The Sloan Digital Sky Survey is the most famous example of this, using the technique to produce the largest uniform survey of the sky yet accomplished.

In addition to astronomy, CCDs are also used in laboratory analytical instrumentation such as monochromators, spectrometers, and N-slit interferometers.

Color cameras




A Bayer filter on a CCD

The Bayer arrangement of color filters on the pixel array of an image sensor





CCD-Color sensor

Digital color cameras generally use a Bayer mask over the CCD. Each square of four pixels has one filtered red, one blue, and two green (the human eye is more sensitive to green than either red or blue). The result of this is that luminance information is collected at every pixel, but the color resolution is lower than the luminance resolution.

Better color separation can be reached by three-CCD devices (3CCD) and a dichroic beam splitter prism, that splits the image into red, green and blue components. Each of the three CCDs is arranged to respond to a particular color. Some semi-professional digital video camcorders (and most professional camcorders) use this technique. Another advantage of 3CCD over a Bayer mask device is higher quantum efficiency (and therefore higher light sensitivity for a given aperture size). This is because in a 3CCD device most of the light entering the aperture is captured by a sensor, while a Bayer mask absorbs a high proportion (about 2/3) of the light falling on each CCD pixel.

For still scenes, for instance in microscopy, the resolution of a Bayer mask device can be enhanced by micro-scanning technology. During the process of color co-site sampling several frames of the scene are produced. Between acquisitions, the sensor is moved in pixel dimensions, so the one and the same point in the scene is acquired consecutively by parts of the mask that are sensitive to the red, green and blue components of its color. Eventually every pixel in the image has been scanned at least once in all colors and the resolution is therefore identical in all three color channels.

Sensor sizes
Sensors (CCD / CMOS) are often referred to with an imperial fraction designation such as 1/1.8" or 2/3", this measurement actually originates back in the 1950s and the time of Vidicon tubes. Compact digital cameras and Digicams typically have much smaller sensors than a Digital SLR and are thus less sensitive to light and inherently more prone to noise. Some examples of the CCDs found in modern cameras can be found in this table in a Digital Photography Review article

	Type
	Aspect Ratio
	Width
mm
	Height
mm
	Diagonal
mm
	Area
mm2
	Relative Area

	1/6"
	4:3
	2.300
	1.730
	2.878
	3.979
	1.000

	1/4"
	4:3
	3.200
	2.400
	4.000
	7.680
	1.930

	1/3.6"
	4:3
	4.000
	3.000
	5.000
	12.000
	3.016

	1/3.2"
	4:3
	4.536
	3.416
	5.678
	15.495
	3.894

	1/3"
	4:3
	4.800
	3.600
	6.000
	17.280
	4.343

	1/2.7"
	4:3
	5.270
	3.960
	6.592
	20.869
	5.245

	1/2"
	4:3
	6.400
	4.800
	8.000
	30.720
	7.721

	1/1.8"
	4:3
	7.176
	5.319
	8.932
	38.169
	9.593

	2/3"
	4:3
	8.800
	6.600
	11.000
	58.080
	14.597

	1"
	4:3
	12.800
	9.600
	16.000
	122.880
	30.882

	4/3"
	4:3
	18.000
	13.500
	22.500
	243.000
	61.070

	Other image sizes as a comparison

	APS-C
	3:2
	25.100
	16.700
	30.148
	419.170
	105.346

	35mm
	3:2
	36.000
	24.000
	43.267
	864.000
	217.140

	645
	4:3
	56.000
	41.500
	69.701
	2324.000
	584.066


Image sensor
An image sensor is a device that converts an optical image to an electric signal. It is used mostly in digital cameras and other imaging devices. An image sensor is typically a charge-coupled device (CCD) or a complementary metal–oxide–semiconductor (CMOS) active-pixel sensor.

CCD vs CMOS

Today, most digital still cameras use either a CCD image sensor or a CMOS sensor. Both types of sensor accomplish the same task of capturing light and converting it into electrical signals.

A CCD is an analog device. When light strikes the chip it is held as a small electrical charge in each photo sensor. The charges are converted to voltage one pixel at a time as they are read from the chip. Additional circuitry in the camera converts the voltage into digital information.

A CMOS chip is a type of active pixel sensor made using the CMOS semiconductor process. Extra circuitry next to each photo sensor converts the light energy to a voltage. Additional circuitry on the chip may be included to convert the voltage to digital data.

Neither technology has a clear advantage in image quality. CMOS can potentially be implemented with fewer components, use less power and/or provide faster readout than CCDs. CCD is a more mature technology and is in most respects the equal of CMOS.[1]

 HYPERLINK "http://en.wikipedia.org/wiki/Image_sensor" \l "cite_note-test2-1#cite_note-test2-1" [2]
Performance




An infrared-blocking filter removed from a Canon EOS 350D dSLR
There are many parameters that can be used to evaluate the performance of an image sensor, including its dynamic range, its signal-to-noise ratio, its low-light sensitivity, etc. For sensors of comparable types, the signal-to-noise ratio and dynamic range improve as the size increases.

Color sensors
There are several main types of color image sensors, differing by the means of the color separation mechanism:

· Bayer sensor, low-cost and most common, using a color filter array that passes red, green, or blue light to selected pixel sensors, forming interlaced grids sensitive to red, green, and blue – the missing color samples are interpolated using a demosaicing algorithm. In order to avoid interpolated color information techniques like Color co-site sampling use a piezo mechanism to shift the color sensor in pixel steps. The Bayer sensors also include backside illuminated sensors, where the light enters the sensitive silicon from the opposite side of where the transistors and metal wires are, such that the metal connections on the devices side are not an obstacle for the light, and the efficiency is higher.[3]

 HYPERLINK "http://en.wikipedia.org/wiki/Image_sensor" \l "cite_note-test4-3#cite_note-test4-3" [4] 

· Foveon X3 sensor, using an array of layered pixel sensors, separating light via the inherent wavelength-dependent absorption property of silicon, such that every location senses all three color channels. 

· 3CCD, using three discrete image sensors, with the color separation done by a dichroic prism. Considered the best quality, and generally more expensive than single-CCD sensors. 

Specialty sensors
Special sensors are used for various applications such as thermal imaging, creation of multi-spectral images, gamma cameras, sensor arrays for x-rays, and other highly sensitive arrays for astronomy.

Dichroic prism
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A trichroic prism assembly

A dichroic prism is a prism that splits light into two beams of differing wavelength (colour). They are usually constructed of one or more glass prisms with dichroic optical coatings that selectively reflect or transmit light depending on the light's wavelength. That is, certain surfaces within the prism act as dichroic filters. These are used as beam splitters in many optical instruments. (See dichroism for the etymology of the term.)

One common application of dichroic prisms is in some camcorders and high-quality digital cameras. A trichroic prism assembly is a combination of two dichroic prisms which are used to split an image into red, green and blue components so they can be separately detected on three CCD arrays.

A typical layout for the device is shown in the diagram. A light beam enters the first prism (A) and the blue component of the beam is reflected from a low-pass filter coating (F1) that reflects blue light (high-frequency), but transmits longer wavelengths (lower frequencies). The blue beam undergoes total internal reflection from the front of prism A and exits it through a side face. The remainder of the beam enters the second prism (B) and is split by a second filter coating (F2) that reflects red light but transmits shorter wavelengths. The red beam is also totally internally reflected due to a small air-gap between prisms A and B. The remaining green component of the beam travels through prism C.

The trichroic prism assembly can be used in reverse to combine red, green and blue beams into a coloured image, and is used in this way in some projector devices.

Thin-film optics
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Thin-film optics is the branch of optics that deals with very thin structured layers of different materials. In order to exhibit thin-film optics, the thickness of the layers of material must be on the order of the wavelengths of visible light (about 500 nm). Layers at this scale can have remarkable reflective properties due to light wave interference and the difference in refractive index between the layers, the air, and the substrate. These effects alter the way the optic reflects and transmits light. This effect is observable in soap bubbles and oil slicks.

More general periodic structures, not limited to planar layers, are known as photonic crystals.

In manufacturing, thin film layers can be achieved through the deposition of one or more thin layers of material onto a substrate (usually glass). This is most often done using a physical vapor deposition process, such as evaporation or sputter deposition, or a chemical process such as chemical vapor deposition.

Thin films are used to create optical coatings. Examples include low-emissivity panes of glass for houses and cars, anti-reflective coatings on glasses, reflective baffles on car headlights, and for high precision optical filters and mirrors. Another application of these coatings is spatial filtering.[1]
Thin-film layers are common in the natural world. Their effects produce colors seen in soap bubbles and oil slicks, as well as in some animals. For example, the light collecting tapetum lucidum of many nocturnal species and the photophores of bioluminescent squid (e.g. the Bobtail squid). In many cases, iridescent colors that were once thought to result from planar layers, such as in opals, peacocks, and the Blue Morpho butterfly, turn out to result from more complex periodic photonic-crystal structures.

[image: image16.png]



A pattern of coloured light formed by interference between white light being reflected from the surface of a thin film of diesel fuel on the surface of water, and the diesel-water interface.
A Bayer filter mosaic is a color filter array (CFA) for arranging RGB color filters on a square grid of photosensors. Its particular arrangement of color filters is used in most single-chip digital image sensors used in digital cameras, camcorders, and scanners to create a color image. The filter pattern is 50% green, 25% red and 25% blue, hence is also called GRGB[1] or other permutation such as RGGB.[2]
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Profile/cross-section of sensor

It is named after its inventor, Bryce E. Bayer of Eastman Kodak. Bayer is also known for his recursively defined matrix used in ordered dithering.

Explanation
Bryce Bayer's patent (U.S. Patent No. 3,971,065) called the green photosensors luminance-sensitive elements and the red and blue ones chrominance-sensitive elements. He used twice as many green elements as red or blue to mimic the human eye's greater resolving power with green light. These elements are referred to as sensor elements, sensels, pixel sensors, or simply pixels; sample values sensed by them, after interpolation, become image pixels.

The raw output of Bayer-filter cameras is referred to as a Bayer pattern image. Since each pixel is filtered to record only one of three colors, the data from each pixel cannot fully determine color on its own. To obtain a full-color image, various demosaicing algorithms can be used to interpolate a set of complete red, green, and blue values for each point.

Different algorithms requiring various amounts of computing power result in varying-quality final images. This can be done in-camera, producing a JPEG or TIFF image, or outside the camera using the raw data directly from the sensor.

Alternatives
The Bayer filter is almost universal on consumer digital cameras. Alternatives include the CYGM filter (cyan, yellow, green, magenta) and RGBE filter (red, green, blue, emerald), which require similar demosaicing; the Foveon X3 sensor, which layers red, green, and blue sensors vertically rather than using a mosaic; or using three separate CCDs, one for each color, which is far more expensive.





Three new Kodak RGBW filter patterns

"Panchromatic" cells




An earlier RGBW filter pattern

On June 14, 2007, Eastman Kodak announced an alternative to the Bayer filter: a color-filter pattern that increases the sensitivity to light of the image sensor in a digital camera by using some "panchromatic" cells that are sensitive to all wavelengths of visible light and collect a larger amount of light striking the sensor.[3] They present several patterns, but none with a repeating unit as small as the Bayer pattern's 2×2 unit.

Another 2007 U.S. patent filing, by Edward T. Chang, claims a sensor where "the color filter has a pattern comprising 2×2 blocks of pixels composed of one red, one blue, one green and one transparent pixel," in a configuration intended to include infrared sensitivity for higher overall sensitivity.[4] The Kodak patent filing was earlier.[5]
Such cells have previously been used in "CMYW" (cyan, magenta, yellow, and white)[6] "RGBW" (red, green, blue, white)[7] sensors, but Kodak has not compared the new filter pattern to them yet.

Microlenses and dichroic mirrors
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Nikon's dichroic color separation patent drawing.

On November 21, 2006, Nikon Corporation was granted U.S. patent 7,138,663 which places a microlens over a triplet of photoreceptors. Specific wavelengths of light are separated and passed to specific photoreceptors designated to record red, green, and blue wavelengths. Light separation is achieved with dichroic mirrors. This system emulates three-CCD imaging systems with a single array. Image quality is theoretically improved due to much smaller gaps between photoreceptors assigned to a wavelength (each microlens lens acts as a collector for all pertinent wavelengths of light) and reduced light loss through the absence of wavelength filters.

Foveon's vertical color filter
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Foveon's scheme of vertical filtering for color sensing

Another type of color separation, sometimes called vertical color filter, as opposed to lateral color filter, is used in the Foveon X3 sensor. Each location the image sensor array has three stacked active pixel sensors, utilizing the sensor's silicon itself as the color filter, based on the wavelength-dependent absorption of light in silicon.[8]

 HYPERLINK "http://en.wikipedia.org/wiki/Bayer_filter" \l "cite_note-8#cite_note-8" [9]
Color co-site Sampling
With Color co-site sampling color interpolation is not necessary. Using this method the whole sensor is displaced in pixel distances after the first acquisition in order to obtain full color information from each filter color of the Bayer pattern.

Photodiode

[image: image22.png]



Photodetector from a CD-ROM Drive. 3 photodiodes are visible.

Applications
P-N photodiodes are used in similar applications to other photodetectors, such as photoconductors, charge-coupled devices, and photomultiplier tubes.

Photodiodes are used in consumer electronics devices such as compact disc players, smoke detectors, and the receivers for remote controls in VCRs and televisions.

In other consumer items such as camera light meters, clock radios (the ones that dim the display when it's dark) and street lights, photoconductors are often used rather than photodiodes, although in principle either could be used.

Photodiodes are often used for accurate measurement of light intensity in science and industry. They generally have a better, more linear response than photoconductors.

They are also widely used in various medical applications, such as detectors for computed tomography (coupled with scintillators) or instruments to analyze samples (immunoassay). They are also used in pulse oximeters.

PIN diodes are much faster and more sensitive than ordinary p-n junction diodes, and hence are often used for optical communications and in lighting regulation.

P-N photodiodes are not used to measure extremely low light intensities. Instead, if high sensitivity is needed, avalanche photodiodes, intensified charge-coupled devices or photomultiplier tubes are used for applications such as astronomy, spectroscopy, night vision equipment and laser rangefinding.

Comparison with photomultipliers
Advantages compared to photomultipliers:

1. Excellent linearity of output current as a function of incident light 

2. Spectral response from 190 nm to 1100 nm (silicon), longer wavelengths with other semiconductor materials 

3. Low noise 

4. Ruggedized to mechanical stress 

5. Low cost 

6. Compact and light weight 

7. Long lifetime 

8. High quantum efficiency, typically 80% 

9. No high voltage required 

Disadvantages compared to photomultipliers:

1. Small area 

2. No internal gain (except avalanche photodiodes, but their gain is typically 10²–10³ compared to up to 108 for the photomultiplier) 

3. Much lower overall sensitivity 

4. Photon counting only possible with specially designed, usually cooled photodiodes, with special electronic circuits 

5. Response time for many designs is slower 

P-N vs. P-I-N photodiodes
1. Due to the intrinsic layer, a PIN photodiode must be reverse biased (Vr). The Vr increases the depletion region allowing a larger volume for electron-hole pair production, and reduces the capacitance thereby increasing the bandwidth. 

2. The Vr also introduces noise current, which reduces the S/N ratio. Therefore, a reverse bias is recommended for higher bandwidth applications and/or applications where a wide dynamic range is required. 

3. A PN photodiode is more suitable for lower light applications because it allows for unbiased operation. (*at least one of these sentences is wrong!) 

Electron-multiplying CCD
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Electrons are transferred serially through the gain stages making up the multiplication register of an EMCCD. The high voltages used in these serial transfers induce the creation of additional charge carriers through impact ionization.
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There is a dispersion (variation) in the number of electrons output by the multiplication register for a given (fixed) number of input electrons (shown in the legend on the right). The probability distribution for the number of output electrons is plotted logarithmically on the vertical axis for a simulation of a multiplication register. Also shown are results from the empirical fit equation shown on this page.

An electron-multiplying CCD (EMCCD, also known as an L3Vision CCD, L3CCD or Impactron CCD) is a charge-coupled device in which a gain register is placed between the shift register and the output amplifier. The gain register is split up into a large number of stages. In each stage the electrons are multiplied by impact ionization in a similar way to an avalanche diode. The gain probability at every stage of the register is small (P < 2%) but as the number of elements is large (N > 500), the overall gain can be very high (g = (1 + P)N), with single input electrons giving many thousands of output electrons. Reading a signal from a CCD gives a noise background, typically a few electrons. In an EMCCD this noise is superimposed on many thousands of electrons rather than a single electron; the devices thus have negligible readout noise.

EMCCDs show a similar sensitivity to Intensified CCDs (ICCDs). However, as with ICCDs, the gain that is applied in the gain register is stochastic and the exact gain that has been applied to a pixel's charge is impossible to know. At high gains (> 30), this uncertainty has the same effect on the signal-to-noise ratio (SNR) as halving the quantum efficiency with respect to operation with a gain of unity. However, at very low light levels (where the quantum efficiency is most important) it can be assumed that a pixel either contains an electron - or not. This removes the noise associated with the stochastic multiplication at the cost of counting multiple electrons in the same pixel as a single electron. The dispersion in the gain is shown in the graph on the right. For multiplication registers with many elements and large gains it is well modelled by the equation:
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where P is the probability of getting n output electrons given m input electrons and a total mean multiplication register gain of g.

Because of the lower costs and the somewhat better resolution EMCCDs are capable of replacing ICCDs in many applications. ICCDs still have the advantage that they can be gated very fast and thus are useful in applications like range-gated imaging. EMCCD cameras indispensably need a cooling system to cool the chip down to temperatures around 170 K. This cooling system unfortunately adds additional costs to the EMCCD imaging system and often yields heavy condensation problems in the application.


The low-light capabilities of L3CCDs are starting to find use in astronomy. In particular their low noise at high readout speeds makes them very useful for lucky imaging of faint stars, and high speed photon counting photometry.

Commercial EMCCD cameras typically have clock-induced charge and dark current (dependent on the extent of cooling) that leads to an effective readout noise ranging from 0.01 to 1 electrons per pixel read. Custom-built deep-cooled non-inverting mode EMCCD cameras have provided effective readout noise lower than 0.1 electrons per pixel read[1] for lucky imaging observations.

Three-CCD





A color-separation beam splitter prism assembly, with a white beam entering the front, and red, green, and blue beams exiting the three focal-plane faces.





A Philips type trichroic beam splitter prism schematic, with a different color separation order than the assembly shown in the photo. The red beam undergoes total internal reflection at the air gap, while the other reflections are dichroic.





A 3CCD imaging block consisting of a color separation prism of Philips type on which 3 CCDs are mounted.

Three-CCD or 3CCD is a term used to describe an imaging system employed by some still cameras, video cameras, telecine and camcorders. Three-CCD cameras have three separate charge-coupled devices (CCDs), each one taking a separate measurement of red, green, and blue light. Light coming into the lens is split by a trichroic prism assembly, which directs the appropriate wavelength ranges of light to their respective CCDs.

Compared to cameras with only one CCD, three-CCD cameras generally provide superior image quality and resolution. By taking separate readings of red, green, and blue values for each pixel, three-CCD cameras achieve much better precision than single-CCD cameras. By contrast, almost all single-CCD cameras use a bayer filter, which allows them to detect only one-third of the color information for each pixel. The other two-thirds must be interpolated with a demosaicing algorithm to 'fill in the gaps', resulting in a much lower effective resolution.[1]
The combination of the three sensors can be done in the following ways:

· Composite sampling, where the three sensors are perfectly aligned to avoid any color artifact when recombining the information from the three color planes 

· Pixel shifting, where the three sensors are shifted by a fraction of a pixel. After recombining the information from the three sensors, higher spatial resolution can be achieved.[2] Pixel shifting can be horizontal only to provide higher horizontal resolution in standard resolution camera, or horizontal and vertical to provide high resolution image using standard resolution imager for example. The alignment of the three sensors can be achieved by micro mechanical movements of the sensors relative to each other. 

· Arbitrary alignment, where the random alignment errors due to the optics are comparable to or larger than the pixel size. 

Three-CCD cameras are generally more expensive than single-CCD cameras because they require three times as many elements to form the image detector, and because they require a precision color-separation beam-splitter optical assembly.

The concept of cameras using three image pickups, one for each primary color, was first developed for color photography on three glass plates in the late nineteenth century, and in the 1960s through 1980s was the dominant method to record color images in television, as other possibilities to record more than one color on the video camera tube were difficult.

Three-CCD cameras are often referred to as "three-chip" cameras; this term is actually more descriptive and inclusive, since it includes cameras that use CMOS active pixel sensors instead of CCDs.

Efficiency
Dielectric mirrors can be produced as low-pass, high-pass, band-pass, or band-stop filters. In the example shown, a red and a blue mirror reflect the respective bands back, somewhat off axis. The angles are kept as small as practical to minimize polarization-dependent color effects. To reduce unwanted reflections, air-glass interfaces are minimized; the image sensors may be attached to the exit faces with an index-matched optical epoxy, sometimes with an intervening color trim filter. The Philips type prism includes an air gap with total internal reflection in one light path, while the other prism shown above does not. A typical Bayer filter single-chip image sensor absorbs at least two-thirds of the visible light with its filters, while in a three-CCD sensor the filters absorb only stray light and invisible light, and possibly a little more for color tuning, so that the three-chip sensor has better low light capabilities.

A frame transfer CCD is a specialized CCD, often used in astronomy and some professional video cameras, designed for high exposure efficiency and correctness.
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A frame transfer CCD for startracker applications.
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Vertical smear

The normal functioning of a CCD, astronomical or otherwise, can be divided into two phases: exposure and readout. During the first phase, the CCD passively collects incoming photons, storing electrons in its cells. After the exposure time is passed, the cells are read out one line at a time.

During the readout phase, cells are shifted down the entire area of the CCD. While they are shifted, they continue to collect light. Thus, if the shifting is not fast enough, errors can result from light that falls on a cell holding charge during the transfer. These errors are referred to as "vertical smear" and cause a strong light source to create a vertical line above and below its exact location. In addition, the CCD cannot be used to collect light while it is being read out. Unfortunately, a faster shifting requires a faster readout, and a faster readout can introduce errors in the cell charge measurement, leading to a higher noise level.

A frame transfer CCD solves both problems: it has a hidden, not normally used, area containing as many cells as the area exposed to light. Typically, this area is covered by a reflective material such as aluminium. When the exposure time is up, the cells are transferred very rapidly to the hidden area. Here, safe from any incoming light, cells can be read out at any speed one deems necessary to correctly measure the cells' charge. At the same time, the exposed part of the CCD is collecting light again, so no delay occurs between successive exposures.

The disadvantage of such a CCD is the higher cost: the cell area is basically doubled, and more complex control electronics are needed.

Hole Accumulation Diode

Hole Accumulation Diode (HAD) is a patented technique of the SONY Corporation to reduce electronic noise in a CCD or CMOS imaging sensor by reducing the so-called "dark" current that occur in the absence of light falling on the imager for noise reduction and enhanced image quality.

The "hole" refers to places in a semiconductor where an electron has been dislodged, thus creating a positive charge. These "holes" or positive charges can be created by heat or imperfections in the creation of the imaging chip. The "holes" are accumulated, or trapped, in a separate semiconductor layer that acts as a diode that prevents them from returning or creating noise. "HAD" technology suppresses the fixed pattern noise that results from "dark" current that occurs regardless of the amount of absorbed light. By fabricating a hole-accumulation layer below the surface of the CCD, "dark" current can be suppressed at the source.

HAD CCDs are used in consumer and professional single, as well as, three-chip video cameras.

An intensified charge-coupled device (ICCD) is a CCD that is optically connected to an image intensifier, that is mounted in front of the CCD.

An image intensifier includes three functional elements: a photocathode, a micro-channel plate (MCP) and a phosphor screen. These three elements are mounted one close behind the other in the mentioned sequence. The photons which are coming from the light source fall onto the photocathode, thereby generating photoelectrons. The photoelectrons are accelerated towards the MCP by an electrical control voltage, applied between photocathode and MCP. The electrons are multiplied inside of the MCP and thereafter accelerated towards the phosphor screen. The phosphor screen finally converts the multiplied electrons back to photons which are guided to the CCD by a fiber optic or a lens.

An image intensifier inherently includes a shutter functionality: If the control voltage between the photocathode and the MCP is reversed, the emitted photoelectrons are not accelerated towards the MCP but return to the photocathode. Thus, no electrons are multiplied and emitted by the MCP, no electrons are going to the phosphor screen and no light is emitted from the image intensifier. In this case no light falls onto the CCD, which means that the shutter is closed. The process of reversing the control voltage at the photocathode is called gating and therefore ICCDs are also called gateable CCD cameras.

Beside of the extremely high sensitivity of ICCD cameras, which enable single photon detection, the gateability is one of the major advantages of the ICCD over the EMCCD cameras. The highest performing ICCD cameras enable shutter times as short as 200 picoseconds.

ICCD cameras are in general somewhat higher in price than EMCCD cameras because they need the expensive image intensifier. On the other hand EMCCD cameras need a cooling system to cool the EMCCD chip down to temperatures around 170 K. This cooling system adds additional costs to the EMCCD camera and often yields heavy condensation problems in the application.

ICCDs are used in night vision devices and in a large variety of scientific applications.

Additional materials
Epitaxy 
Epitaxy is the process of growing a crystal of a particular orientation on top of another crystal such that both have the same structural orientation. The resulting structure is described as an epitaxial layer.

In 1951 Gordon Teal and Howard Christensen at Bell Labs developed a process, now called epitaxial deposition, to grow a thin layer of material on a substrate that continues the underlying crystalline structure. Sheftal', Kokorish, and Krasilov described similar work on germanium and silicon in the U.S.S.R. in 1957.

At the urging of Ian Ross, a Bell Labs team led by Henry Theurer used chemical-vapor deposition to add a thin epitaxial layer of silicon between the base and collector of a transistor in 1960. This approach raised the transistor's breakdown voltage while dramatically increasing its switching speed, (1961 Milestone) two important circuit-design characteristics. The added manufacturing cost of the extra process step was more than offset by improvements in device performance. The technology was quickly transferred to Western Electric and used in manufacturing silicon transistors for electronic telephone switching in the Bell System.

LOCOS, short for LOCal Oxidation of Silicon, is a micro-fabrication process where silicon dioxide is formed in selected areas on a silicon wafer having the Si-SiO2 interface at a lower point than the rest of the silicon surface.

This technology was developed to insulate MOS transistors from each other. The main goal is to create a silicon oxide insulating structure that penetrates under the surface of the wafer, so that the Si-SiO2 interface occurs at a lower point than the rest of the silicon surface. This cannot be easily achieved by etching field oxide. Thermal oxidation of selected regions surrounding transistors is used instead. The oxygen penetrates in depth of the wafer, reacts with silicon and transforms it in to silicon oxide. In this way, an immersed structure is formed.

The immersed insulating barrier limits the transistor cross-talk.
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Typical LOCOS structure.
1) Silicon 2) Silicon dioxide
Channel Stopper 
1) ограничитель канала (в полевом транзисторе) 
2) охранное кольцо (при изготовлении полупроводникового прибора)
N-Slit interferometer

One of the first known uses of N-slit arrays in optics was illustrated by Newton.[1] In the first part of last century, Michelson[2] described various cases of N-slit diffraction. The N-slit interferometer is an extension of the double-slit interferometer also known as Young's double-slit interferometer.

Feynman[3] described thought experiments, of two-slit quantum interference, of electrons using Dirac's notation.[4] This approach was extended to N-slit interferometers using narrow-linewidth laser illumination, that is, illumination by indistinguishable photons, by researchers working on the measurement of complex interference patterns.[5] These interferograms are accurately reproduced, or predicted, by the the N-slit interferometric equation.

Current N-slit interferometers use beam expansion to illuminate a transmission grating, or N-slit array, and a photoelectric detector array (such as a CCD or CMOS) at the interference plane to register the interferometric signal.[6]

 HYPERLINK "http://en.wikipedia.org/wiki/N-Slit_interferometer" \l "cite_note-6#cite_note-6" [7]

 HYPERLINK "http://en.wikipedia.org/wiki/N-Slit_interferometer" \l "cite_note-7#cite_note-7" [8] These interferometers are useful in optical metrology and have been proposed for secure optical communications in free space.[9] Recent developments include intra-interferometric path lengths of up to 35 meters.[10]
N-slit interferometers are also of interest to researchers working in atom optics,[11] Fourier imaging,[12] and quantum computing.[13]
A demosaicing algorithm is a digital image process used to reconstruct a full color image from the incomplete color samples output from animage sensor overlaid with a color filter array (CFA). Also known as CFA interpolation or color reconstruction, another common spelling isdemosaicking.

Most modern digital cameras acquire images using a single image sensor overlaid with a CFA, so demosaicing is part of the processing pipeline required to render these images into a viewable format.

Many modern digital cameras can save images in a raw format allowing the user to demosaic it using software, rather than using the camera's built-in firmware.
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